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Announcements & Agenda

= Announcements

* PS2 due tomorrow
* PS1 solutions at canvas (will try to link to web page)
* HWH — use them as needed (HWH3 is now also at web site).

Today = Problem Set 3 = PS3 due Tuesday January 30 at 17:00, no late
- MIMO Channels (1.5) 1. 1.63 Coherence Time aI.’Id Bandwidth
I 2. 1.65 Coherence Bandwidth
*  Probabilistic Channel Models (1.6) - .
« Models and Programs 3. 23 Log Likelihood ratios and codes
B 4. 2.5 Design — Mapping 16 QAM into DMCs
5. 2.8 Bandwidth Expansion

Now that we know the basic AWGN, the rest of this course (and B) focus on various collections of
“little” indexed AWGN channels. How do we generate and use them well?
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MIMO Channel

Section 1.5
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MIMO Channel — dimensions in space (antennas)

X ) — >
Wireless Matrix

‘ KQ(QW—’ V1

X, —

R AWGN Channel
xXx =
\Y/)))) ‘ Kﬁ((\};[
"2 — V2
n
AWGN
L, dimensions ) ‘
Ex > trace {Ryy} (subsymbol) Ly X Ly L, dimensions

= The dimensions are in space, so “L” (see in L6 that they best be % wavelength apart in most MIMO).
[3 * Instead of N,overall N - L.
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)

wh

Matrix AWGN channel, time, freq, and/or space

Could also be “temporal” codewords (N~L,): n
with intervening guard periods (N + v~L,),
or both MIMO & temporal. AWGN

ML Detect = arg min||y — H - x||?
X

L, dimensions

>y =H-x+n

Ex=Ey =35 &

X L, dimensions
E, o trace {Ry,} (MIMO subsymbol) Ly X Ly e
singular value decomposition (svd in matlab)
H:F.A'M* """"" F'F*=F*'F=1Ly;M'M*=M*-M =ILx

A. (Ly X Ly) is “diagonal” (real)

AWGN

y' = A-x"+n' (still white)

2P possible M X WJ’
messages

L, dimensions

message

L,, dimensions

!
250 4>—>°—>
Section 1.5 January 23, 2024 YL L5:5

/ )ll n1$~ 0-2
X1
Vector Coding (MIMO) 0N
Kasturia 1989 1, an g2

L < min(Ly, Ly) independent dimensions
Each subchannel has its own ML detector

Overall is ML

Stanford University




Probabilistic Channels

Section 1.6
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The statistically parametrized channel model

= The channel has a parameter a , so pyy, 4]/x Where a is random.

 Deterministic-parameter examples are o2 for the AWGN or p for the BSC -- but now a can vary randomly.
* If a were just another channel output, then [y a] — y and all previous analysis applies.

Plyal/x = Py/[xa] * Pa/x Instead, x and a are independent.

——
Pa

= The parameter a , is somewhat like an additional message to estimate, but not exactly.
* acan be a (continuous/discrete) random process a(t) , whose probability density is stationary (or “quasi-stationary”).
* The channel “varies” with the random-variable selection a = a € A with distribution p,.

detector
y | MLy(y) [+%* Fea

= The ML/MAP receiver is a function of a.
* It has random error-probability P, , :

(P) = E[Pe,a] T

Cﬁ
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Ergodic Analysis

[3

wl

Mean value
Ela] = ) a-pq(a)
1 ]
Sample Mean (a); = 72,9 Applies alsoto f(a)
j=1
Ergodic if (a) = }Lr?o(a)] = E[a]

Traditional deterministic analysis has a = constant, so the channel represents an average over parameters.

Ergodic analysis averages P, ;, over a so the performance,. i.e, Compute MLs P, ;, for each sample value.
* Then average it.

Monte Carlo Analysis — pick a values from p, (), determine P, , for each, and average results.
* Some p,(«) admit a closed form expression for (P,).

Section 1.6 January 23,2024 L5:8 Stanford University



AWGN Statistical model

Cﬁ

ul

= The channel-transfer amplitude h now becomes random (in addition to the noise).
* Each dimension (real or almost always complex) has a random amplitude (& phase).

y:]}.x-'_')}

AWGN

random

= This equation omits the dimensional indices: time (k), frequency (n), or space (1).
* This will be true in every dimension (the amplitude variable may have different p,, («) in different dimensions).

_ |hl?

= Channel gain: Remains the important (now random) quantity:

g2

= Channel gain distribution: pg(v) derives from p;, () presuming fixed noise
power spectral density.

= Many statistical models find use in wireless.

Pg (v)

= Code/modulator design can compensate for the uncertainty of i, as well as for n.

Section 1.6.2

January 23,2024
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Ergodic and Confidence Analysis

(0 ¢]
= Ergodic average error probability is: (P,) = f P,(v) - Pg (v) - dv
v=0
(00}
= Ergodic average bits/dimension is: (E) = j %-log2<1+@> pg(v) - dv
u=0
Jout
= Qutage probability P,,; (confidence-interval that SNR is too low) is: P, = j pg (V) - dv
v=0

Above threshold fvoig Pg (v) - dvis 1- P,y and corresponds to the usual P, when not in outage.
—dou

* And the outage is bad, design presumes “coin-flip” bit-error probability basically.

[3
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Scattering leads to h variation

Central Limit adding on
inphase and independently

on quad rature at receiver
/ (each Gaussian, uniform phase)
Amplitude is Rayleigh Dist’n
With line-of-sight (LoS) mean, Ricean

" micro
reflections off air particles (< 1)
Sum of Rayleighs/Riceans

= multi-path reflections off objects (> 1) — each with own delay ~ T
Power-Delay Profile

Product of several attenuations
Log-product has Central Limit Thm
T applying to overall gain (dB)

— > e > > > > Lognormal, so applies to LoS mean
= macro (shadow) “link budget”

)
@ Section1.621  January 23,2024 L5: 11 Stanford University
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Micro Scattering: Rayleigh Fading

= Rayleigh Fading (micro-scattering) model uses:

u?
h= /h,z + h} En = E[|A|?] (W) = gl : e‘(E)
h

Channel gain g then has y-squared Distribution (2 degrees) as:

& E[|h|%]

1 &
py(v)zg—-e ! It’s also called “exponential.” IE[g] = Eg —

= P_,becomes random.
* Time average = statistical average (ergodic).

Gﬁ
(@ Section 1.6.2.1 January 23,2024 L5:12 Stanford University



Distribution Plots

Rayleigh Fading Amplitude for £,=1 X-square Fading Amplitude for £, = 1.
0.9 T T T T T T 1 T : : : ;
>>x =[0:0.01:5.5];
0.8 E 09 .
>>x =[0:0.01:3.5]; >> p = exppdf(x,1);
07} _ . 4 08 >> plot(x 1
>> p = raylpdf(x,1/sqrt(2));  plothop)
06 >>plot(x,p) ] o7k g |
> >> grid
G Z 06| i
& 05 . 2
<4 S
= 2051 i
3 M 'sB= =1 £
a S o04r -
0.3 -
0.3 -
0.2 .
0.2 -
0.1 .
0.1 -
0 1
0 0.5 1 1.5 2 25 3 3.5 0 L L L 1
u 0 1 2 3 4 5 6

= Squaring small h value makes it smaller yet (when <1), forcing more probability to the left above.

Section1.6.2.1  January 23,2024 L5: 13 Stanford University



Ave Error Prob <P_>

[3

wl

" ForQPSK, x'=1, the average error probabilityis /5y _ j ooQ(\/’ﬁ
= ~9) " Pg(9)-dg -
e 0 g

. 1 -SNR 1
= For Rayleigh —|1- * = Forlarge SNR |k = 3 for square QAM
2 K-SNR +1 4K - SNR M-1

= (P,) only decays linearly with SNR. For 10~® with QPSK, SNR = 54 dB >> 13.5 dB (fixed a).
* This is misleading in that there is small probability that channel is really bad — this dominates (P,).
* Alittle help is needed when the channel is in “outage.”

= That s, the design will need good codes (which spread redundancy over all dimensions).
* That s, with diversity d (think number of message repeats for now).

d+1)/2
[ 1 ]l( /2] The rcvr must make ~[(d + 1)/2|sample errors to
4-xk-g

cause a symbol error, but rate decreases as 1/d.

A little redundancy can go a long way to correct Rayleigh outages if not “too often.”
L5: 14 Stanford University
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Cﬁ

ul

Outage Probability (stability)

= The average (P,) alone is less helpful in that the instantaneous values are also more important.
* There is a minimum SNR, and corresponding g, for which the system has too-high instantaneous P, .

Ppy(8) = Pr{P,, > 6}

= Qutage is more important than single errors when its likelihood (P,,;) is high.

* Qutages are often not like single symbol errors or bit errors that are caused by isolated large noises.
* OQutage is essentially a guarantee that (100 x P,,; ) % of symbols in an s-b-s decoder will be unreliable, so “flip coins.”

* Something is lost - don’t want it too often. It measures user experience.

* Most of the dimensions within the “coherence dimensions” will also be lost (see next slide).

= Typical outage probabilities
* 5% is good enough for most internet traffic (translates to about a hour a day, depends on when).

* 1% for video — only a few minutes a day when video does not work.
* FIVE9’s (industrial or “carrier” grade — almost no faults) —.00001 -- less than 1 second per day.

Section1.6.2.2  January 23,2024 L5: 15 Stanford University



Power-Delay Profile

= This generalizes the basic bandlimited channel impulse response h(t) to itself a random process.

h(t) =hy-6(t)+hy - 8(t—Ty) + ... where hy and h, are random (~Rayleigh).

= The magnitude (power) is random, but the delays T; are deterministic.

= So basically, the channel response sums fading AWGN’s with delays = random filtered channel.

[3
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Coherence — how many “looks” have the same channel?

Coherence Types:
* Time: how correlated in time are the amplitude variables = the “coherence time.”
* Frequency: how correlated in frequency are the amplitude variables = the “coherence bandwidth.”
* Space: how correlated in space are the amplitude variables - “spatial coherence” (coherence length in optics).

. . . . E [x*y]
Coherence is often measured by the correlation coefficient p = — .
x'Cy
= Coherence Time: Ty Problem 3.1 (1.63)
* 3dB pointin p & cos 2t f,t , so phase shift for doppler frequency f; of moving vehicle
e The local receiver clock appears to shift w.r.t. best phase of the moving signal’s clock. T\ < 125
*  Where f;= (v/c) - f, = ratio speed/light-speed times carrier-freq (m/s = .44704 x mph). A fd . (22-5 — 1)
e Symbols should occur much faster so T << T , or atleast T < T, for trivial designs.
= Coherence Bandwidth: W, = 1/; Problem 3.1 (1.63) =
*  Where the rms delay spread 7,,,s uses the power-delay profile as a probability distribution f_oo(t - 7'0)2 : |h(t)|2 -dt
(normalizes it) to compute variance of delay around a nominal (mean) delay. Trms = o0 2
* Tqis the distribution’s mean value. f—oo R (8)]? - dt

Spatial Coherence: antenna spacing needs to be more than % wavelength for independence of noise
* Sosignal (which is correlated) can increase amplitude coherently versus random noise
* This concept applies to the “far field” of antenna (receiver is more than a few wavelengths removed from xmit).

Cﬁ
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Macro (“Shadow”) Fading Model

T L > eee L > >

= Lognormal is most common model for the macro fade — distribution of gain-scale factor e#ntonZ
* Essentially determines a multiplier for the Rayleigh/Ricean average value, so micro is about this average value

* Cascade of transfer functions multiply, so their logs’ add. Sum many random variables and get “normal”
(Gaussian) by Central Limit Theorem. So “log” is “normal” = lognormal.

LOG NORMAL with its mean and variance

Un, a,% related to original Gaussian’s Mh,
. 2 pr = In and

h mean/variance my, , o, by: o2

0 1 + _0_m2
Lognormal’s mean and standard deviation "o
usually specified in dB (so 10-log10 of g, , 5 m (14 0,%0

o = n

not o7 in this rare case of 10 log10 for s.d.). & m%o

This is “gross attenuation” that applies to all - longer channels have more attenuation.

Section 1.6.2.1 January 23,2024 TypO, p. 140, Chap 1l,a9 — hO L5:18 Stanford UniveI'Sity



Models and Programs
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Typical mobile carrier ~ 3 GHz:
. Need this to compute doppler from vehicle speed
. But program Input is doppler itself, and sampling freq.

Path Gain oChannel Filter Coefficient

fa

reset(rayleighchan)

fs = 1e8; % Sample rate in Hz

pathDelays = [0 200 800 1200 2300 3700]*1e-9; % in seconds
avgPathGains =[0-0.9-4.9 -8 -7.8 -23.9]; % dB

fD =25; % Max Doppler shift in Hz

rayleighchan = comm.RayleighChannel('SampleRate' fs, ...
'PathDelays',pathDelays, ...
'AveragePathGains',avgPathGains, ...
'MaximumDopplerShift',fD, ...
'ChannelFiltering',false, ...
'Visualization','Impulse and frequency responses');

v =—-3x108

Cc N~——

c
=01-f;=25m/s

>> pathgains=rayleighchan();
plot(abs(pathgains(1:100,:)))

0.6

0.5 1

Delay (s)

Amplitude of path
o
@
T

01 R

0 I I I I I I I I I
0 10 20 30 40 50 60 70 80 920 140
sample index

rayleighchan = comm.RayleighChannel('SampleRate',fs, ...
'PathDelays',pathDelays, ...
'AveragePathGains',avgPathGains, ...
'MaximumDopplerShift',fD, ...
'ChannelFiltering',false);
pathgains=rayleighchan();
plot(abs(pathgains(1:100,:)))

% Must reset(rayleight) if you want consistent plot here

0
Frequency (MHz)

“walking” movement of 5.6 mph

Fairly slow relative to 100 Msamples/sec

(really no fading over

reasonable-length packets), but some

frequencies are notched.

PS3.2(1.64)  L5:20
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Fading at different speeds

= Same channel, carrier, but faster dopper/speeds

1.4

Amplitude
o
®

o
o

0.4

0.2

Rayleigh fading on all 6 paths at 50 mph @ carrier 3 GHz
T T T T T T

Car @ 56 mph |
fD=250

sample time (10ns intervals)

100

amplitude

0.6

Raleigh Fading on all 6 delay paths for 5600 mph at 10 MHz sample, rfc=3 GHz
T T T T T T T T T

o
w

o2r Satellite @ 5600 mph I
fD=25000 fs=1e7
0.1 —
0 0 1 1O 210 3:) 46 510 66 76 8;) 96 100

sample index

= So wider bandwidth (100 MHz sampling) for car helps make its channel appear stationary.
Cj = For satellite doppler has faster Rayleigh fading — note a high-redundancy code would help.

wl

January 23,2024
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To igh faded outputs

reset(rayleighchan)

fs=1e8; % Sample rate in Hz

pathDelays = [0 ]; % in seconds

avgPathGains = [0]; % dB - everything else relative to 0 dB on multipath
fD =250; % Max Doppler shift in Hz

SNR=10; 9%(dB)

Configure to generate data

rayleighchan = comm.RayleighChannel('SampleRate' fs, ...
'PathDelays',pathDelays, ...
'AveragePathGains',avgPathGains, ...
'MaximumDopplerShift',fD, ...
'NormalizePathGains',0, ...
'PathGainsOutputPort',1);

Ex=2; % this is kind of important to set at 2 and scale noise to it via SNR
N0=107(-SNR/10)*Ex; % handle channel gain through SNR w.r.t. 0 dB

% don’t need the above two for following command, but helps to remind :
x=gammod(randi(4,1000,1)-1,4); PS3.2 - need to know this
[xfade pathgain] = rayleighchan(x); % then this produces what you want

'\

faded x values Complex fade amplitudes

Input to fading channel;
Matlab appears to scale any input so that €,=2
(1 unit of energy per real dimension)

pis January 23, 2024 L5: 22 Stanford University



Example — “simple” Wi-Fi model

= Multipath’s with Ricean/Rayleigh scattering has model:

h =

Uy is unit-variance
th Gaussian
k
K 1
10 L@, po B s
0 V/ Ph k K+1 K+ K o, +1 Uk
N—— ~ ~~ d
LOS Rayleigh

= K = 1issmall home; K = 4 is big home/office.

X delay cluster 1 | cluster 2 (dB)

(ns) | Pink (dB) Py (dB)
0 0 0 -
1 10 -5.4 -
2 20 -10.8 -3.2
3 30 -16.2 -6.3
4 40 -21.7 -9.4
5 50 - -12.5
6 60 - -15.6
7 70 - -18.7
8 80 - -21.8

= L(d) is the amplitude on overall (macro/shadow) fade/scattering = Path Loss (d in meters)

2

wl

L(d) = Lpath(d) ~+ Lshadow(d) dB d < dy

== Lpath(dbp) =+ Lshadow(dbp) + 35 10g10 (ﬁ) dB d> dbp

where the break-point distance is dy, = 5m for smaller homes and

Lpath(d) == 20 y loglo(d) + 20 y loglo(f) — 14‘75 dB

= Run Monte Carlo simulations on this.

Section 1.6.3.2

January 23,2024

1 X e—[Lshadow(d)]2/(20§)

0'2 =3dB for Lshadow

(log normal)

0'2 =4dB for Lshadow

L5:23

V2mo%
Above the
Break-point-distance
value
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Thanks Samsung, modified for 379A

function [h, tap delay] = get channel(model letter,.. = Channel Model Letters (next page) — ‘B’ is the model
N tx, N , ind
~tx, N_rx, index) below and on next page.
Inputs: = The lognormal macro fading is not included and
model letter: Channel model letter, 'A' to 'F' needs to be appIIEd OUtSIde' table below
N_tx : Number of transmit antennas Table 3.4 Path loss model parameters
N rx : Number of receive antennas
index : index of the channel, 1 to 5000 Shadow fading
Path loss slope std. dev. (dB) Channel conditions
Outputs: Breakpoint
______________________________________________________ Channel distance Before After Before After Before After
h : The channel matrix, N rx x N tx x N taps model ) = i = i i i
tap delay : the tap delays in s 5 ; ;-5 ; j ng Nng
tap delay 10ns : the tap delays in 10ns 2 g 5 32 3 5 ]iOS II:]IEOS
D 10 2 3.5 3 5 LOS NLOS
E 20 2 3.5 3 6 LOS NLOS
F 30 2 3.5 3 6 LOS NLOS
RMS delay This program provides samples
Model Spread (ns) Environment Example @ 100 MHz, so needs resampling
to 20, 40, 80, 160, 320 ... MHz Wi-Fi
A 0 N/A N/A h idth
B 15 Residential Intra-room, room-to-room channel bandwidths o symbOI rate
(6 30 Residential/small office Conference room, classroom of 250 kHz.
D 50 Typical office Sea of cubes, large conference room
E 100 Large office Multi-story office, campus small hotspot Eldad Perahia & Robert Stacey
F 150 Large space (indoors/outdoors) Large hotspot, industrial, city square 2013, Cambridge Press
5 January 23, 2024 L5: 24 Stanford University


https://www.amazon.com/Eldad-Perahia/e/B001JSJJNQ/ref=dp_byline_cont_book_1
https://www.amazon.com/Robert-Stacey/e/B00DXHIPTK/ref=dp_byline_cont_book_2

Different Letters

Table 3.5 Channel model A (Erceg et al., 2004) Table 3.8 Channel model D (Erceg et al.,, 2004)
Cluster 1 Cluster 1 Cluster 2 Cluster 3
Tap index Excess delay [ns] Power [dB] AoA [°] AS Rx [°] AoD [°] AS Tx [°] Tap Excess Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx
index delay [ns] [dB]  [°] [°1 [°] [°] [dB] [ [°1 [°1 [°] [dB]  [] [°1 [°1 [°1
1 0 0 45 40 45 40
1 0 0 1589 277 3321 274
2 10 09 1589 277 3321 274
Table 3.6 Channel model B (Erceg et al., 2004) 3 20 17 1589 277 3321 274
4 30 26 1589 277 3321 274
Cluster | Cluster 2 5 40 35 1589 277 3321 274
Tap Excess Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx g :g 7‘5‘; :222 ;;; ;g;{ Zi
index delay[ns] [dB] [ [ Lron [dB] 1 [ L 8 70 6.1 1589 277 3321 274
9 80 69 1589 277 3321 274
1 0 0 43 144 2251 144
: 1 S4 43 144 251144 HmM0 0 189 27 B4 24 -6 02 34 493 3
3 20 -10.8 43 144 2251 144 32 1184 252 1065 254 2 140 1 1589 277 3321 294 79'5’ 202 314 493 321
5 30 o2 43 144 2251 144 —63 1184 252 1065 254 13170 137 1589 277 3321 274 121 3202 314 493 321
5 40 217 43 144 2251 144 94 1184 252 1065 254 4 200 ~163 1589 277 3321 274 147 3202 314 493 321
6 50 -12.5 1184 252 1065 254 15 240 193 1589 277 3321 274  -174 3202 314 493 321  -I88 2761 374 2759 368
7 60 -156 1184 252 106.5 254 16 290 232 1589 277 3321 274 219 3202 314 493 321 232 2761 374 2759 368
8 70 —-18.7 1184 252 106.5 254 17 340 -255 3202 314 493 321 252 2761 374 2759 36.8
9 80 -21.8 1184 252 1065 25.4 18 390 267 2761 374 2759 368
Table 3.7 Channel model C (Erceg et al., 2004)
Cluster 1 Cluster 2 Table 3.11 Channel model F, clusters 1, 2, and 3 (Erceg et al., 2004)
Tap Excess Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx Cluster 1 Cluster 2 Cluster 3
index delay [ns] [dB]  [°] [°] 1 [dB] [ [°] 1 Il
Tap Excess Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx Power AoA ASRx AoD ASTx
1 0 0r 2903 286 135 @247 index delay[ns] [dB] [ [] [ T I S [ A S €10
2 10 “2.1 2903 24.6 135 247
3 20 -43 2903 246 135 247 1 0 -33 3151 480 562 416
4 30 265 2903 246 135 247 2 10 36 3151 480 562 416
5 40 86 2903 246 135 247 i ;g 4312 ;}zi Z;-g z:; 21-2
6 50 -10.8 2903 24.6 135 247 e : : - :
5 50 46 3151 480 562 416 ~1.8 1804 550 1837 552
; 68 :13'(2) ;Zgg ;:'6 1;'5 ;:'7 :5'2 ;g;; g;i 52‘2 25 6 80 53 3151 480 562 416 28 1804 550 1837 552
1 1 : 6 135 24 7. - : 6! > 7110 62 3151 480 562 416 35 1804 550 1837 552
9 80 -173 2903 246 135 247 93 3323 224 564 225 3 140 71 3151 480 562 416 44 1804 550 1837 552
10 90 -195 2903 246 135 247 -1L5 3323 224 564 225 9 180 82 3151 480 562 416 53 1804 550 1837 552 57 747 420 1530 474
1 110 -13.7 3323 224 564 225 10 230 95 3151 480 562 416 74 1804 550 183.7 552 6.7 747 420 153.0 474
12 140 -15.8 3323 224 564 225 1 280 “11.0 3151 480 562 416 ~7.0 1804 550 183.7 552 104 747 420 153.0 474
13 170 18.0 3323 224 564 225 12 330 ~125 3151 480 562 416  -103 1804 550 1837 552 9.6 747 420 1530 474
14 200 202 3323 224 564 225 13 400 143 3151 480 562 416 104 1804 550 1837 552 141 747 420 1530 474
14 4% ~16.7 3151 480 562 416  -138 1804 550 1837 552 127 747 420 1530 474
15 600 ~19.9 3151 480 562 416 157 1804 550 1837 552 185 747 420 1530 474
16 730 199 1804 550 1837 552
= Channel E has 4 clusters I .
January 23, 2024 Versity




Combine two programs — Wi-Fi

function [fad_mean_db, fad_std_db] = get_fading(model_letter, dist, fc)

get_fading provides log-normal distribution of path loss + shadow fading loss Sta nfO rd StUdent prOgra m:
(indB).

TO GENERATE FADING SAMPLES: use fad_mean_db + fad_std_db*randn().

Extra Credit Project:

Inputs: expand get_fading to include
- model_letter: channel model letter, 'B' or 'D'

- dist: distance between Tx and Rx in meter Other letters

- fc: carrier frequency

Outputs:

- fad_mean_db: mean of the fading (in dB)
- fad_std_db: standard deviation of the log-normal fading (in dB)

K E
h. = |10~L@d/20.| /p . . =5 U
’ N e e
 —— \ S v
@S Rayleigh 3
get_fading

get_ciiannel

= Can use these two programs to generate wireless “indoor” channels

[3
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IEEE Model - For wider bands and MIMO

Table 3.2 Channel sampling rate expansion (tap spacing reduction) factors (Breit et al., 2010)

System bandwidth Channel sampling

W (MHz) rate expansion factor (k) Tap spacing (ns)
W <40 (802.11n) 1 10

40 < W <80 2 5

80 < W <160 4 2:5

160 < W< 320 8 1.25

320 < W< 640 16 0.625

640 < W<1280 32 0.3125

= Multiple antennas

The shape of the PAS distribution commonly used for 802.11n is a truncated
Laplacian. The PAS distribution over the angle for each tap is given by

N 1&&p —V2|¢ -y
PAS(¢) :Z; O_—Zexp {|akk|

(3.18)
where N¢ is the number of clusters, and for each cluster %, py is the tap power, oy is the
tap AS, and v, is the tap angle of incidence. Since the PAS is a probability density
function, it must fulfill the requirement that [*;, PAS(p)dp = 1. Therefore A is equal
tof” SN, (Pe/or)exp[V/2|¢ — | /ok] d¢. Figure 3.9 illustrates the distribution func-
tion for the third tap of channel model B for each cluster for Rx (using parameters from
Table 3.6). The sum over the clusters at each angle results in PAS(p).

For a uniform linear antenna array, the correlation of the fading between two antennas
spaced D apart is described by Lee (1973). The correlation functions are given in Erceg ez al.
(2004), as follows:

January 23,2024

Ryx(D) = J cos (2”TD sin q')) PAS(6) do (3.19)
and T
Ryy(D) = J sin <2’f sin (/)) PAS(¢) do (3.20)
p = Rxx (D) + jRxy(D)
Eldad Perahia & Robert Stacey , 2013,
Cambridge Press . .
L3:27 Stanford University


https://www.amazon.com/Eldad-Perahia/e/B001JSJJNQ/ref=dp_byline_cont_book_1
https://www.amazon.com/Robert-Stacey/e/B00DXHIPTK/ref=dp_byline_cont_book_2

Outdoor (cellular) models

= Matlab has a IteFadingChannel.m program that is similar and includes doppler frequencies.

= |’ve not tested nor used it.

= There is a model 5Gmodel that is more complex, but follows same basics for those interested.

* Does not appear to be in matlab yet.

= You now have the basic idea. EE359 appears to cover much more these models.

Each wireless channel - whatever sample, from whatever distribution, needs a design:
1. adaptive modulator choices
2. adaptive demodulator choices
3. code and data-rate choice

That design is 379A/B’s focus. Certain types of channels need more or less complexity
for such design. 379A/B builds your design insight. The models’ details are

less important than the ability to implement 1-3, after specific H (and noise) live identification.
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https://www.etsi.org/deliver/etsi_ts/138200_138299/138211/16.02.00_60/ts_138211v160200p.pdf
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End Lecture 5




